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Abstract—Sliding window-based analysis is a prevailing mechanism for tampering localization in passive image authentication. It uses existing forensic detectors, originally designed for full-frame analysis, to obtain the detection scores for individual image regions. One of the main problems with window-based analysis is its impractically low localization resolution stemming from the need to use relatively large analysis windows. While decreasing the window size can improve the localization resolution, the classification results tend to become unreliable due to insufficient statistics about the relevant forensic features. In this study, we investigate a multi-scale analysis approach which fuses multiple candidate tampering maps, resulting from the analysis with different windows, to obtain a single, more reliable tampering map with better localization resolution. We propose three different techniques for multi-scale fusion, and verify their feasibility using existing forensic strategies. We consider a popular tampering scenario with mode-based first digit features to distinguish between singly and doubly-compressed regions. Our results clearly indicate that the proposed fusion strategies can successfully combine the benefits of small-scale and large-scale analysis and improve the tampering localization performance.
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I. INTRODUCTION

The increasing ease of editing digital photographs has spawned an urgent need for reliable authentication mechanisms, capable of precise localization of potential malicious forgeries. Though proactive image protection schemes can deliver precise identification of the tampered regions and even restore their original appearance with very high-quality [1–3], they can only be exploited in a strictly controlled environment, since they use a carefully designed digital watermark that needs to be available as side information.

The rapidly developing field of digital image forensics aims to deliver passive authentication mechanisms that analyze intrinsic fingerprints introduced on various stages of the image acquisition pipeline [4, 5]. As a result, such techniques can be applied to existing, non-watermarked images. However, since they are built on the foundations of machine learning and statistical signal analysis, reliable detection of forensic features renders precise tampering localization a challenging problem.

Most of existing localization methods are essentially extensions of conventional full-frame detectors operating on a sliding window basis. For the sake of sufficient statistical discriminability, a relatively large window size needs to be used. The typically reported size ranges between $64 \times 64$ px and $128 \times 128$ px, depending on the forensic feature at hand [6, 7]. The analysis window might be moved around the image in an overlapping [7], or non-overlapping [6] manner. In the former case, the final classification score of the current analysis window can either be used just for the central authentication unit of the window, or multiple candidate values available for every authentication unit might be fused together, e.g., with a voting mechanism [7].

One of the main problems with sliding window analysis is that on the one hand, large windows are expected to provide reliable classification accuracy, yet with limited localization resolution. On the other hand, small windows could potentially yield much better localization capability, but are expected to be impractically prone to errors. Hence, neither choice by itself fulfills the requirements for a reliable forensic tool.

Due to limited resolution of window-based analysis, the researchers have also explored alternative approaches to localization. Chen et al. proposed to use non-linear optimization, derived from robust principal component analysis, to find sparse clusters of outliers in the forensic feature space that are expected to constitute the tampered regions [8].

In the forensic analysis of JPEG images, localization can also be obtained by fine-grained analysis of JPEG quantization noise [9], or the histograms of DCT coefficients [10, 11], which exhibit different behavior depending on the compression history. The localization can also be performed by estimating the parameters of a mixture model for the DCT coefficients which is then used to calculate tampering probability for each image block [12]. While such analysis can be performed with resolution of $8 \times 8$ px blocks, its accuracy is still limited, especially for higher compression rates. To some extend, classification errors might be eliminated by incorporating prior knowledge about the tampering maps, e.g., by penalizing the differences between neighboring blocks [12]. Such an approach uses a Markov random field (MRF) to model the prior. Similar formulation has also recently been used in a Bayesian localization approach based on photo response non-uniformity (PRNU) analysis [7].

In this study, we address the problem by fusing the results from multiple analysis windows of various size. We will show that such an approach successfully combines the benefits of
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small-scale and large-scale analysis and improves the performance of tampering localization.

In certain applications, e.g., wireless sensor networks, information fusion is a well studied problem [13–15]. It has been proven that in certain conditions, the optimal strategy involves summation of candidate measurements, weighted according to the performance of individual sensors [16]. Similar techniques - referred to as ensemble classification or boosting [17, 18] - are also widely used in pattern recognition for constructing a strong learner from a set of weak learners and for speeding-up computations for rich feature sets that are gaining popularity both in steganalysis [19] and in forensics.

In digital image forensics, decision fusion is an emerging trend aiming to combine the results from multiple detectors, preferably based on different forensic features. Examples of currently considered approaches range from simple decision-level fusion with majority voting or predefined logical rules [20], to more sophisticated approaches with measurement-level fusion based on the Dempster-Shafer theory of evidence (DSTE) [21] or fuzzy logic [22]. An evaluation of several fusion approaches for popular forensic detectors can be found in a recent study [23]. Extension of sophisticated fusion methods to tampering localization is an open problem. Both DSTE and fuzzy logic have been thoroughly analyzed only in a full-frame tampering detection scenario. However, preliminary work on a DSTE-based localization demonstrates feasibility of such an approach [24].

Multi-scale analysis is a well-established approach in various areas of image processing and computer vision. It has been used for object detection [25], image blending [26], depth of field blending [27], denoising [28, 29], speeding up convergence of optimization algorithms [30], finding similar patches (e.g., in super-resolution [31]), and many more. The most relevant works for the application at hand include object detection, image texture segmentation [32] and depth map estimation [33] which involve decision fusion. Object detection involves identification of only the bounding box of the object. Hence, simple voting mechanisms typically suffice. In the texture segmentation problem [32], the fusion was performed by averaging the candidate likelihood functions, weighted by discriminative capabilities of different scales. For patch-based depth map estimation [33], the authors used a MRF to model the multi-scale fusion problem.

Fusion techniques (not necessarily multi-scale) are also used in saliency detection. The input maps may represent various saliency estimation techniques [34], various types of saliency (static vs. dynamic) [35], or even co-saliency among many images [36]. A recent study compares the performance of many fusion methods [35], most of which are just variations of well known averaging, maximization, or multiplication approaches with custom weights for individual components. The best performance was obtained by the simplest unweighted averaging. Decision fusion in saliency can also involve combining bottom-up and top-down clues [37]. Bottom-up saliency refers to low-level image features, e.g., high-contrast regions that attract attention. Top-down saliency refers to high-level, task-oriented recognition tasks, e.g., face, object or text recognition.

Successful fusion of multi-scale tampering maps constitutes a challenging problem and requires new techniques to properly exploit inter-scale dependencies between the candidate maps. Existing methods commonly assume independence of the scores both in the spatial [7, 33] and in the scale dimension [33]. A brief argument about this simplification for single-scale PRNU-based localization can be found in [7]. Therefore, in multi-scale fusion of tampering maps, the aspect of inter-scale correlations calls for a separate, more detailed analysis.

In this paper, we propose three novel fusion methods that exploit the dependencies between successive scales of analysis. Firstly, we consider an energy-minimization approach, which uses a MRF to model the prior knowledge about the tampering maps. Secondly, we consider two dual heuristic strategies, referred to as bottom-up and top-down fusion, which exploit the expected dependencies between the tampered regions in small and large-scale analysis. We compare the proposed strategies to a few reference methods, including decision-level fusion by majority voting, measurement-level fusion by candidate map averaging, and supervised learning with support vector machines (SVM) and K-means clustering.

Our analysis is performed on the example case of a popular tampering scenario involving splicing of JPEG images that produces regions with different compression history. The forensic features of choice are the mode-based first digit features (MBFDF) [38]. While recent studies have already demonstrated that MBFDF can be used successfully for sliding window-based localization [6], we conduct a much more detailed analysis with densely sampled compression levels and emphasis on multi-scale localization.

This paper is organized as follows. In Section II we provide a detailed analysis of the multi-scale localization problem based on an popular forgery scenario involving splicing of JPEG images. The proposed fusion techniques are presented in Section III, and evaluated in Section IV. We discuss the limitations in Section V and conclude in Section VI.

II. Multi-Scale Analysis in Digital Image Forensics

We consider a popular forgery, in which, as a result of content replacement, some fragments of the JPEG image have different compression history and exhibit either single or double compression artifacts. In this section, we provide a detailed analysis of the multi-scale localization problem based on MBFDFs. We make our discussion as general as possible, to facilitate easier generalization to other forensic features.

A. Formal Statement of the Fusion Problem

We consider a classical sliding-window approach where a forensic detector analyzes successive windows of the image, and records the obtained classification scores in a real-valued candidate map. Without loss of generality, we assume that its values - the candidate scores - are in the range $[0, 1]$ that represents the confidence of the decision. A tampering map denotes the final binary decisions that indicate the locations of the tampered regions.

Multi-scale fusion involves computation of the final tampering map, given a set of candidate maps obtained from various
scales of analysis. Let \( I \) denote an input image, divided into \( N \) authentication units, in our study corresponding to non-overlapping \( 8 \times 8 \) px blocks that are fundamental building blocks of JPEG images. While it is more intuitive to see the tampering map as a 2D matrix with \( N_h \) rows and \( N_w \) columns, for the sake of notation convenience the matrices will be indexed with a single variable. Hence, a tampering map constitutes a mapping \( t : \{1, \ldots, N\} \rightarrow \{0, 1\} \) that can be conveniently represented in vector notation \( t \in \{0, 1\}^N \) with \( t_i \) denoting the decision for the \( i \)-th authentication unit.

The problem is to find the optimal \( t \) given a set of candidate maps \( c^{(s)} \in [0, 1]^N \) for \( s \in \{1, \ldots, S\} \) analysis window sizes. In our investigation the candidate maps are of the same size. A general illustration of the problem is shown in Fig. 1 on an example of three real candidate maps obtained by sliding-window analysis using 16 px, 64 px, and 128 px windows.

A common problem with many forensic tools is their unreliable behavior in saturated, dark or flat regions of the image [6, 7]. In previous work on MBFD-based tampering localization this aspect remained unaddressed [6]. In this study, in addition to the candidate tampering maps, we calculate their corresponding reliability maps \( p^{(s)} \). Proceeding in the same sliding-window manner, we measure the average magnitude of the AC coefficients. As a result, we can easily detect saturated and flat blocks with zeroed histograms. Fusion methods may use these reliability scores as auxiliary input.

### B. Localization using First Digit Features

Our feature space contains 180 features - the MBFDFs of all 9 digits from first 20 AC coefficients. Classification is performed by a SVM classifier with a radial basis function (RBF) kernel and trained to yield probability estimates of the decisions. We refer to the obtained estimates as classification scores. Tampering localization capability is obtained by means of a sliding-window analysis. In contrast to the work by Amerini et al. [6] we use overlapping windows and move them one authentication unit at a time. We compute the final score for every authentication unit as the average probability estimate over all overlapping windows. Such an approach yields smooth tampering maps (Fig. 1). In order to reduce the computational complexity, it may be necessary to reduce the window overlap. Detailed analysis of this issue is out of scope of this study, but we discuss it briefly in Section V.

We use square analysis windows of size 16, 32, 48, 64, 80, 96, 112, 128 px, and consider a dense grid of possible JPEG quality levels \( Q_1, Q_2 \in \{50, 51, \ldots, 100\} \). We assume the most practical scenario and train a separate classifier for every second compression level \( Q_2 \), and for every analysis window. Each classifier is trained on 20,000 example windows, chosen randomly from a training set generated from 1,338 uncompressed images from the UCID database [39]. The SVM parameters \( C \) (misclassification penalty) and \( \gamma \) (kernel scale) are determined by a grid-search with 3-fold cross validation.

The classifiers’ accuracy is tested on a dataset generated from 1,000 uncompressed images from the BOSSBase dataset [40]. Each image is compressed to every possible pair of quality levels, and one window of every considered size is chosen randomly for testing. Fig. 2 shows the obtained classification rates for the decision in favor of double compression. Just as expected, large-window analysis yields more reliable results and is capable of successful classification for more compression combinations.

The obtained results are consistent with the phenomena already reported in the literature [11, 33]. For \( Q_2 < Q_1 \), the distribution of first digit features in DCT coefficients tends to be more similar, and correct classification requires more reliable statistics. Hence, the classification performance for \( Q_2 < Q_1 \) deteriorates rapidly with decreasing window size. The observed bands of better classification accuracy are most likely caused by accidental multiplicity of quantization steps in some of the sub-bands [41, 42]. Despite correct decisions of the classifier, the confidence tends to deteriorate and is typically insufficient for reliable tampering localization.

Classification problems around the diagonal stem from infinitesimal differences in the quantization steps which are insufficient to expose double compression. Similar behavior can also be observed when \( Q_1 \geq 95 \) when the first JPEG compression is very close to lossless image representation. As a result, in order to generate a data set of reliable candidate maps, we will restrict our attention to the case of \( Q_2 > Q_1 \).

### C. Detailed Analysis of Candidate Maps

In general, forensic classifiers might exhibit asymmetry of the decision confidence when distinguishing between tampered and pristine regions. This phenomenon will also be visible in this study, as the decisions in favor of double compression tend to have higher confidence leading to slightly different behavior depending on the considered tampering scenario. In order to facilitate more general discussion and generalization to other forensic features, we consider two tampering scenarios corresponding to the presence of double JPEG compression either inside or outside of the tampered regions, in short referred to as the double-inside or single-inside scenarios, respectively. Regardless of the scenario, we expect the candidate maps to indicate tampered regions with scores \( \approx 1 \) and pristine regions with scores \( \approx 0 \). Hence, for the single inside scenario the candidate scores will correspond to \( 1 \) - classification scores.

Fig. 3 shows the behavior of the classification scores. The asymmetry of the decision confidence can be observed in the middle row, which shows normalized histograms of classification scores for the 16 px window. The histograms were obtained empirically based on 1,000 meaningful candidate maps. The successive rows correspond to the double-inside and single-inside tampering with a rectangular tampering pattern.
heavier tail of the distribution of the scores in favor of double compression (red dashed line) caused by the larger overlap near region boundaries. In the single-inside scenario (2nd and 4th column), the smaller region with single compression and less reliable decisions can more easily become overwhelmed by the more confident doubly-compressed background.

These phenomena can also be observed in the medians of the decision scores for increasing window sizes (top row in Fig. 3). At the beginning, the medians tend to move towards more reliable decisions, which can be explained by increasing statistical discriminability of the forensic features. However, this improvement is dominated by the loss of confidence due to heterogeneous windows with both authentic and forged content. The impact of such regions is more severe when the tampered region corresponds to the less confident decision (single-inside scenario in the 2nd and 4th column).

D. Exploiting Inter-scale Dependencies

The candidate maps are characterized by strong correlations both between the neighbors in the image plane, and between various scales of analysis. Exploitation of the latter dependencies is the key to successful multi-scale fusion.

Regardless of the tampering scenario, the candidate maps reveal some common behavior. Note that small-scale analysis
E. Determining Candidate Map Reliability

Small scale analysis yields less reliable candidate maps, which may unnecessarily introduce noise to the fusion process. Additionally, large scale analysis may produce empty candidate maps if the tampered region is smaller than the analysis window. Since such candidate maps do not contribute information useful for tampering localization, ideally they should be ignored by the fusion procedure. In this section, we describe a simple algorithm that allows to quickly estimate whether a candidate map is useful or not.

Due to potential problems with accurate modeling of valid maps, we follow a simpler approach and identify candidate maps that resemble Gaussian noise. For this purpose, we use maximum likelihood estimation to fit a Gaussian distribution to the candidate scores in reliable regions - determined by comparing the reliability scores to a threshold \( p_{th} \). The obtained parameters \( \mu, \sigma \) are then used to quickly identify meaningless low-variance noise \((\mu = 0.5 \pm 0.05, \sigma < 0.05)\) and empty meaningless maps \((0.5 - \mu > 0.4, \sigma < 0.05)\) that are immediately rejected. The mentioned thresholds were chosen empirically and validated by visual inspection of the obtained results. For the remaining maps we then measure the similarity between the empirical histogram \( \tilde{Q} \) and the accordingly sampled normal fit \( Q \) using the Kullback-Leibler (KL) distance \( D_{KL}(\tilde{Q}||Q) \). In the performed experiments, the histogram is computed with 25 bins over the interval \((0,1)\). The final decision is made by comparing the KL distance to a threshold \( \theta_{KL} \) chosen as described in Section IV-B.

III. CONSIDERED FUSION STRATEGIES

This section presents the considered fusion methods. We begin by describing the proposed fusion mechanisms based on energy minimization (EM fusion, Sections III-A) and iterative top-down and bottom-up improvements (TD/BU fusion, Section III-B). Finally, in Section III-C, we describe the remaining methods based on majority voting (MV fusion), candidate map averaging (AV fusion), supervised learning (SL fusion), and clustering analysis (CA fusion) that are used as baseline for performance comparison.

All considered fusion methods identify unreliable regions of candidate maps based on the reliability scores \( p^{(s)} \). Authentication units with reliability scores below a threshold \( p_{th} \) are considered unreliable. Each candidate scale can potentially identify different regions which increases the chance that at least some of the maps will contain meaningful candidate scores. Except for the EM and SL fusion, all other methods follow the widely accepted conservative approach \cite{43} and label such regions as authentic (set \( c_i = 0 \)) since they are not equipped with tools to resolve this ambiguity.

A. Fusion by Energy Minimization

A Bayesian approach to tampering localization would involve finding the optimal tampering map \( \hat{t} \) that maximizes the posterior probability given a set of candidate maps:

\[
\hat{t} = \underset{t \in \{0,1\}^N}{\text{argmax}} \ P(t|c^{(s)}): s = 1, 2, \ldots, S. \tag{1}
\]
Then, ignoring the irrelevant constant term, the problem can be rewritten as:

\[
\hat{t} = \arg\max_{t \in \{0,1\}^N} P(c^{(s)}: s = 1, 2, \ldots, S|t)P(t).
\]

Due to analytical tractability issues, full independence of the observations for individual authentication units is commonly assumed, leading to a simpler formulation:

\[
\hat{t} = \arg\max_{t \in \{0,1\}^N} \prod_{i=1}^{N} P(c^{(s)}_i: s = 1, 2, \ldots, S|t_i)P(t).
\]

Analogously, we find it more practical to assume inter-scale independencies of the candidate scales at this point, and introduce a simpler heuristic mechanism for exploiting these dependencies at a later stage. Then, the problem becomes:

\[
\hat{t} = \arg\max_{t \in \{0,1\}^N} \prod_{i=1}^{N} \prod_{s=1}^{S} P(c^{(s)}_i|t_i)P(t).
\]

The prior of the tampering map \(P(t)\) can be conveniently modeled with a MRF. Then, the decision for each authentication unit will depend only on its direct neighborhood. Assuming a 1st order neighborhood, the decision regarding \(t_i\) will depend only on up to 4 of its neighbors \(t_j: j \in \Xi_i = \{i-1, i+1, i-N_h, i+N_h\}\), corresponding to the top, bottom, left, right neighbors, respectively. Obviously, at the image borders the set of neighbors \(\Xi_i\) needs to be pruned accordingly.

In practice it is often more convenient to represent the MRF in terms of Gibbs potentials, and reformulate the problem into energy minimization [44, 45]. Gibbs potentials use probabilities in the form:

\[
P(t) = Z^{-1}e^{-U(t)} = Z^{-1}e^{-\sum_{c \in C} V_c(t)},
\]

where \(Z\) is a normalizing constant, and \(U\) is an energy function defined as a sum of potentials \(V_c\) on individual cliques - small groups of neighboring nodes in a graphical model of the MRF (authentication units in the problem at hand). Similarly to Chierchia et al. [7], we resort to the popular Ising model [45] which considers single-element and two-element cliques.

Finally, by taking a negative logarithm of (4), the multi-scale fusion problem can be solved by minimizing the following energy function:

\[
\frac{1}{S} \sum_{s=1}^{N} \sum_{i=1}^{S} E_{\tau}(c^{(s)}_i, t_i) + \alpha \sum_{i=1}^{N} t_i + \beta \sum_{i=1}^{N} \sum_{j \in \Xi_i} \left| t_i - t_j \right|.
\]

In our work we use a graph cuts-based solver [46, 47] from the UGM toolbox [48] to quickly find the optimal tampering map. The first term in (6), referred to as the data term, is responsible for maintaining resemblance to the candidate maps, and is normalized by the number of candidate maps \(S\) for the sake of better stability of the parameters \(\alpha, \beta\).

The second term introduces a penalty \(\alpha\) for every tampered authentication unit, and thus encodes a preference towards sparser solutions. The third term penalizes the differences between neighboring authentication units, leading to a preference towards piece-wise constant solutions, and eliminating noisy and small unconnected components\(^1\). The choice of \(\alpha, \beta\) will be discussed in Section IV-B.

The data term is composed of potentials that penalize the differences from the candidate tampering maps. Since the candidate scores correspond to the probability that a given block is tampered, the data terms could be obtained as \(-\log(c_i)\) and \(-\log(1-c_i)\), respectively. However, we use the following generalization:

\[
E_{\tau}(c, t) = -\log \max(\Psi_{\min}, \Psi_{\tau}(c, t)),
\]

with \(\Psi_{\min} \in [0, 1]\) and:

\[
\Psi_{\tau}(c, t) = \begin{cases} 
1 - \frac{c}{2(1-\tau)} & \text{for } t = 0, \\
1 + \frac{c}{2(1-\tau)} & \text{for } t = 1,
\end{cases}
\]

where \(\tau \in (0, 1)\) is a quasi-threshold that equalizes potentials for both decisions\(^2\), i.e., \(E_{\tau}(\tau, 0) = E_{\tau}(\tau, 1)\). The shape of the adopted energy function, and the impact of the quasi-threshold for both decisions at \(\tau = 0.33\) and \(0.5\) are shown in Fig. 5. Setting a minimal value \(\Psi_{\min}\) prevents the nodes from becoming fixed to certain decisions (due to infinite energy). We set \(\Psi_{\min} = 0.001\) based on preliminary experiments.

In order to exploit the dependencies between different scales of analysis, we propose a simple mechanism of threshold drift. As observed in Section II-D, adjustments of the decision thresholds based on the intermediate hypothetical decisions from smaller-scale analysis could yield significant improvement of the classification accuracy. Hence, the general idea of threshold drift is to vary the threshold for every authentication unit, and update the thresholds \(t_i\) for large analysis windows.

\(^1\)The interaction strength \(\beta\) could be chosen adaptively, e.g., based on the actual image content. Such an approach would encourage stronger propagation within similar objects or image segments, and could be seen as a variant of structure transfer to the tampering map - in essence similar to guided filtering [49]. Such an approach would allow to improve the resolution of the tampering map by exploiting real object boundaries on a pixel level. However, our study focuses on synthetic forgeries that do not alter semantic content of the image, which limits the potential gains in this setting. We leave this aspect for our future work.

\(^2\)The tampering penalty \(\alpha\) can also be seen as a decision bias with similar impact to the quasi-threshold; as such, it can also be used for controlling the classification trade-offs under fixed \(\tau\); such an approach was used, e.g., in [7]. However, in our experiments it gave worse results than our generalization.
Fig. 6. Impact of the threshold drift on the conditional distributions of the large-scale candidate scores for the \textit{rectangle} (left) and \textit{composite} (right) tampering patterns.

Fig. 7. Impact of the threshold drift on EM fusion of 8 multi-scale maps; numbers in brackets correspond to $F_1$ scores; the average candidate map and its thresholded version are shown for reference.

Based on the values from smaller scales, i.e.:

$$
\tau_i^{(s)}(s) = \begin{cases} 
\tau_i^{(1)} & \text{if } s = 1, \\
\tau_i^{(s-1)} & \text{if } s > 1 \text{ and } p_i^{(s)} \leq p_{th}, \\
\tau_i^{(s-1)} + \delta & \text{if } s > 1 \text{ and } c_i^{(s-1)} \leq \tau_i^{(s-1)}, \\
\tau_i^{(s-1)} - \delta & \text{if } s > 1 \text{ and } c_i^{(s-1)} > \tau_i^{(s-1)}, 
\end{cases}
$$

(9)

where $\delta \in \mathbb{R}_+$ is the strength of the drift and $\tau_i^{(1)}$ denotes an initial threshold, typically chosen around 0.5. The directions of the drift are consistent with the observations from Section II-D. In order not to discard confident scores from larger scales, we do not drift the threshold above 0.95 or below 0.05. The strength $\delta$ will be determined experimentally (Section IV-B).

The efficiency of this simple approach is demonstrated in Fig. 6 showing conditional distributions of candidate scores from a 128 px window predicated successively on all of the considered smaller window sizes, i.e., on a 112 px window, which was predicated on the 96 px window, etc. It can be observed that the threshold drift can effectively improve the separation between the two distributions, and reduce the amount of classification errors. As a result, it allows to partially recover small regions captured only by small-scale analysis. The impact of the threshold drift on the final tampering map is shown in Fig. 7.

In contrast to other fusion methods, EM fusion can use the MRF-based prior to propagate the decisions from reliable image regions into unreliable regions identified by the reliability maps. Unreliable candidate scores are ignored, and replaced with a predefined value $c_{sat}$. Choosing $c_{sat} = 0$ corresponds to the mentioned conservative approach, but still allows the solver to change this decision if appropriate. Choosing $c_{sat} \approx \tau$ introduces more ambiguity and makes it easier for the solver to propagate reliable scores from the neighborhood into unreliable regions. All of the mentioned phenomena can be observed in Fig. 8 which shows the impact of both $c_{sat}$ and $\beta$ on the fusion result for an example highly saturated image.

For best results, $c_{sat}$ should be chosen individually for every image. Due to imperfect nature of unreliable region identification, it is not desirable to blindly set $c_{sat} \approx \tau$ as it may lead to propagation of unidentified unreliable misclassified regions. Especially since saturated regions may produce highly confident incorrect decisions. In our study saturated regions were typically classified as doubly-compressed with nearly perfect decision probabilities. Assuming that the estimation of unreliable regions is sufficiently accurate, such errors are typically easily eliminated by choosing sufficiently large $\beta$.

B. Bottom-Up and Top-Down Fusion

The proposed bottom-up (BU) and top-down (TD) fusion are heuristic approaches exploiting the observation that large-scale analysis is expected to be more reliable, yet with a worse resolution of analysis. The BU fusion uses the candidate map from the smallest scale as an initial estimate, and successively eliminates classification errors by considering larger analysis windows. The TD fusion begins with the largest scale, and successively refines the shape based on small scale maps.

The operation of both TD and BU fusion is illustrated in Fig. 9. The relevant parameters for every step are marked with dotted arrows. Both methods begin by discarding unreliable candidate maps (Section II-E). The remaining maps are then clustered using K-means with 2 centroids to obtain estimated intermediate binary decision maps $\hat{t}^{(s)}$. Decisions in unreliable map regions are then set to 0, and the final pre-processed individual maps are obtained by removing connected components (CC) smaller than $\theta_e$ authentication units.

The main step of both algorithms involves successive updates of the tampering map’s initial estimate $t^{(1)}$, initialized as $t^{(1)} = t^{(1)}$ and $t^{(S^1)}$ for the BU and TD fusion, respectively. In the BU fusion, the algorithm considers the candidate maps in the order of their increasing window size. Each CC in the current estimate $t^{(s)}$ is verified against the next candidate scale $t^{(s+1)}$ by comparing the rate of re-detected authentication units with a threshold $\theta_{fp}$. Invalid CCs are removed from $t^{(s)}$. In order to allow for detection of multiple
tampered regions with significantly different size, this filtering step applies only to regions that can potentially be detected in the current scale of analysis. We consider applicable scales to have window size smaller than the minimum dimension of the CC’s bounding box. In order to improve robustness, one may consider relaxation of this condition and permanently accept CCs that have been noticed sufficient number of times.

Analogously, the TD fusion successively updates the shape of the identified regions using smaller scale maps. For every CC in the current estimate \( t_c \), the algorithm attempts to replace its rough shape with a better estimate from a smaller scale map. The regions are matched by comparing the relative overlap between the rough and the small-scale estimates to a threshold \( \theta_e \). If no match better than \( \theta_{ip} \) can be found, the region is considered a false positive and discarded. In TD fusion it is necessary to take into account that a single shape from large-scale analysis might be replaced with multiple shapes in small-scale analysis. Additionally, detection of multiple tampered regions of different size requires explicit insertion of smaller regions once the current scale is small enough for their detection.

In both BU and TD fusion the last step of the iterative update procedure involves filling prospective holes in the smaller-scale map. Locations of holes are determined by comparing \( t_c \) with its morphologically closed version and the decisions are updated from the larger scale map. Successive updates in BU and TD fusion are illustrated in Fig. 10. The final tampering map in both strategies is obtained by weighted summation of the the candidate scores \( c_{i}^{(s)} \) in the regions identified both in \( t^{(s)} \) and \( t^c \). If binary decisions are needed, the resulting map \( t \) is compared against a threshold \( \tau \).

C. Fusion Methods for Comparison

As a reference for performance comparison we consider 4 fusion strategies representing various approaches to the problem. The majority voting (MV fusion) strategy performs decision-level fusion. Each individual candidate map is separately compared to a threshold \( \tau \), and the final tampering map is obtained by majority voting with prospective ties resolved in favor of the tampered decision. The averaging strategy (AV fusion) performs measurement-level fusion by comparing the average candidate map \( \frac{1}{S} \sum_{s=1}^{S} c_{i}^{(s)} \) to a threshold.

The supervised learning strategy (SL fusion) uses machine learning to make a decision for each of the authentication units separately. We used a SVM with the RBF kernel for classification based on a set of \( 2S + 6 \) features including: \( S \) candidate scores \( c_{i}^{(s)} \); \( S \) reliability scores \( p_{i}^{(s)} \) (normalized to the range \( [0,1] \) by \( f(x) = 1 - e^{-x} \)); scores of four immediate neighbors \( c_{j}^{(s)} \); \( j \in \Xi_i \); and the average scores in the \( 3 \times 3 \) and \( 5 \times 5 \) neighborhoods. The neighborhood-related features were extracted from the candidate scale with best individual performance, i.e., 32 px. We used a Gaussian-like filter (with the central element excluded) to obtain the average scores.

The SVM parameters \( \gamma \) and \( C \) are determined by a grid-search with 3-fold cross-validation. The classifier is trained on randomly sub-sampled examples from 1,600 sets of candidate maps originating from all of the considered tampering patterns and from both tampering scenarios. The number of training examples was chosen as 40,000 which corresponds to nearly saturated classification accuracy (91.96%). In order to demonstrate the trade-off between classification accuracy and fusion time, we include a smaller and faster version of the classifier, trained on 2,500 examples (denoted as SL'; accuracy 91.04%).

The clustering analysis (CA fusion) strategy uses K-means to identify two separate clusters of authentication units, corresponding to authentic and tampered regions. Each unit is described by a \( S \)-dimensional feature vector corresponding to the candidate scores from all scales \( c_{i}^{(s)} \). Depending on the tampering scenario, we group the authentication units into 3 (double inside) or 2 (single inside) clusters. The centroids are initialized as constant vectors of zeros (pristine regions), ones (tampered regions), and 1/4 (uncertain boundaries around the
to the algorithm described in Section II-E. For performance meaningful results. The selection was performed according to the algorithm described in Section II-E. For performance evaluation, we chose a subset of 24,000 candidate map sets (1,500 map sets for 16 tampering configurations). The remaining maps were used for training of the SVM classifier (SL fusion) and parameter search (EM fusion).

Our realistic forgery dataset was derived from an existing test set, originally prepared for evaluation of copy-and-move forgery detection methods [50]. The set contains 48 uncompressed color images, definitions of the copy and move attacks, and additional tools to perform the forgeries with optional pre- or post-processing. We resized the images to a unified width of 800 px, and compressed them to \( Q_1 = 80 \). After the forgery, the images were saved with \( Q_2 = 90 \). The ground truth maps were generated by comparing the difference of the images against a threshold of 4, followed by removal of small noise by morphological closing (with a disk-shaped structural element of size 4 px), and optional manual refinement. The multi-scale candidate maps were obtained as before.

### B. Parameter Selection

Candidate map filtering is controlled by a threshold on the KL distance \( \theta_{KL} \), chosen as the local maximum of the average \( F_1 \) score for the AV fusion on a subset of 4,096 candidate maps sets. The initial increase of the threshold \( \theta_{KL} \) causes an increase in the \( F_1 \) score which can be attributed to successive removal of the noise caused by unreliable candidate maps. After a certain point, the \( F_1 \) scores begin to deteriorate which indicates removal of maps with useful information.

While such a procedure is not expected to provide ideal separation between reliable and unreliable maps, visual inspection confirms satisfactory performance. Several example results of this procedure, and the corresponding graph of the \( F_1(\theta_{KL}) \) dependency can be found in supplementary materials. Similar evaluation was also repeated with the EM and TD fusion, leading to the same value of the threshold \( \theta_{KL} = 0.05 \).

**a) EM Fusion:** The EM fusion contains 3 important parameters: \( \alpha \) controls the preference towards sparser tampering maps; \( \beta \) controls the neighborhood interaction strength; \( \delta \) controls the threshold drift. When \( \alpha = \beta = \delta = 0 \), the EM formulation is equivalent to naive candidate map averaging (AV fusion). We search for the best values over the following lattice: \( \alpha \in \{0.0, 0.025, \ldots, 0.5\} \), \( \beta \in \{0.0, 0.2, \ldots, 6.0\} \), and \( \delta \in \{0.0, 0.025, \ldots, 0.5\} \). The search is driven by the \( F_1 \) score calculated on a sub-set of 6,400 candidate map sets (400 sets for each of the considered 16 configurations).

The results are collected in Table I and contour plots of selected \( \alpha \times \beta \) grids are visualized in Fig. 12. Based on the collected results, we can observe that large, solid and regular shapes (black markers in Fig. 12) tend to reveal similar behavior, distinct from more irregular shapes (magenta markers). This can be motivated by two observations. Firstly, larger solid shapes are typically more reliably detected in large-scale analysis and significantly lower strength of the threshold drift is sufficient to accurately recover their boundary. This is well visible on the example of the 40 px tiles that required the threshold drift over 3 times as strong as the circle pattern.

Secondly, it is clear that larger regular shapes prefer greater values of \( \beta \), which essentially penalizes regions with longer

---

**Fig. 11.** Considered tampering patterns along with their basic metrics (relative to the original image size - 512 x 512 px); white regions represent tampered areas.
edges, and thus eliminates smaller parts and details of the detected shapes, e.g., legs in the animal pattern or corners in the triangle pattern. As a result, irregular shapes will typically benefit from the simpler preference towards sparser tampering maps, controlled by $\alpha$. This phenomenon can also be observed for $\delta = 0$ where most of the patterns prefer $\alpha, \beta \approx 0$. As the boundaries and fine details become more reliably represented in the energy of the data term along with increasing threshold drift, the best values of $\alpha$ and $\beta$ quickly increase.

Finally, in the following experimental evaluation we consider two parameter choice variants. Firstly, we choose a general set of parameters $\alpha, \beta, \delta$, regardless of the tampering pattern (separately for the double-inside, and single-inside scenarios). This variant is denoted as EM'. Secondly, we choose a separate set of parameters for large regular regions and for irregular regions with small details. This variant is denoted as EM. The chosen parameters are shown in Table I.

While $\tau$ is not explicitly used as a decision threshold, it serves the same purpose and can be used to control the trade-offs in the classification performance. In our evaluation we observed the best average results for $\tau \approx 0.5$ in the double-inside scenario, and $\tau \approx 0.45$ in the single-inside scenario.

b) BU and TD fusion: The following parameter values were chosen empirically by trial and error: the small connected component rejection threshold $\theta_c = 10$; the false positive rejection threshold $\theta_{fp} = 0.25$ (BU) and 0.1 (TD); the minimum region overlap threshold for shape update in the TD strategy $\theta_u = 0.75$; the region overlap threshold in the final summation step $\theta_l = 0.5$. The weights for the final summation were set to $\omega = \frac{1}{2}\omega_g[128, 64, 32, 16, 8, 4, 2, 1]$. Experimental evaluation shows little sensitivity to the values of individual weights as long as the general preference towards smaller scales is maintained.

Both BU and TD fusion produce relatively sharp decision maps. False positive errors are eliminated during iterative map refinement. As a result, these strategies are less sensitive to the choice of the final decision threshold $\tau$, which tends to be lower than for other approaches. In our investigation, the best results were typically achieved for $\tau$ between 0.2 and 0.4.

![Fig. 12. Contour plots of the average $F_1$ scores over all tampering patterns along with the best observed combinations of ($\alpha, \beta$) for individual patterns (plain markers), similar pattern groups (magenta and black-filled circles) and for all patterns altogether (green-filled circles); double-inside scenario (top); single-inside scenario (bottom); note that points may overlap - the overall best solution (green) tends to be dominated by more sensitive irregular patterns (magenta) - refer to hue differences in the color version of the figure.](image)

**TABLE I**

<table>
<thead>
<tr>
<th>Pattern</th>
<th>double-inside</th>
<th>single-inside</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha$</td>
<td>$\beta$</td>
</tr>
<tr>
<td>* 40 px tiles</td>
<td>0.500</td>
<td>1.4</td>
</tr>
<tr>
<td>64 px tiles</td>
<td>0.325</td>
<td>2.8</td>
</tr>
<tr>
<td>* animal</td>
<td>0.250</td>
<td>2.4</td>
</tr>
<tr>
<td>+ composite</td>
<td>0.200</td>
<td>3.8</td>
</tr>
<tr>
<td>△ triangle</td>
<td>0.000</td>
<td>2.8</td>
</tr>
<tr>
<td>○ blob</td>
<td>0.100</td>
<td>4.8</td>
</tr>
<tr>
<td>□ rectangle</td>
<td>0.000</td>
<td>5.2</td>
</tr>
<tr>
<td>○ circle</td>
<td>0.000</td>
<td>5.8</td>
</tr>
<tr>
<td>Irregular shapes</td>
<td>0.425</td>
<td>1.8</td>
</tr>
<tr>
<td>Solid shapes</td>
<td>0.000</td>
<td>5.0</td>
</tr>
<tr>
<td>General</td>
<td>0.325</td>
<td>2.4</td>
</tr>
</tbody>
</table>
strategies can roughly identify the tampered area despite mean-shapes were more complex. Hence, even though simple fusion tampered regions were large and simple), they failed when the occasionally some improvement could be achieved (if the MV or AV fusion are unsuitable for this purpose. While from multi-scale analysis. However, simple strategies like the performance of tampering localization by fusing the results average, the best performance is delivered by the 32 px scale. Changes depending on the tampering pattern between 16 px performance of the best individual candidate scale - which is additionally marked with a dotted line. On the other hand, the worst individual candidate scales are also shown.

C. Performance Comparison for Synthetic Forgeries

In this experiment we compare the performance of the considered fusion methods. The testing set consists of 24,000 candidate map sets, divided into 8 tampering patterns and two tampering scenarios (Section IV-A). We sweep the threshold \( \tau \) over 50 possible values, unevenly distributed within \((0, 1)\) with higher concentration around 0.5. The receiver operation characteristic (ROC) curves for selected fusion methods and two example patterns are shown in Fig. 13. The best and the worst candidate maps are marked with dotted lines. Note that some methods may have a narrow range of achievable classification rates (TD/BU, SL) or have no control over the classification trade-off (CA).

In our evaluation we focus on the \( F_1 \) score. For every considered configuration we measure the highest achievable \( F_1 \) score over different thresholds \( \tau \), which serves as an upper bound on the tampering localization capability. Fig. 14 shows the average \( F_1 \) scores for two selected patterns (40 px tiles and composite) and the average over all patterns for the double-inside (top row) and single-inside (bottom row) scenarios. The performance of the best individual candidate scale - which changes depending on the tampering pattern between 16 px and 64 px - is additionally marked with a dotted line. On average, the best performance is delivered by the 32 px scale.

The results clearly show that it is indeed possible to improve the performance of tampering localization by fusing the results from multi-scale analysis. However, simple strategies like MV or AV fusion are unsuitable for this purpose. While occasionally some improvement could be achieved (if the tampered regions were large and simple), they failed when the shapes were more complex. Hence, even though simple fusion strategies can roughly identify the tampered area despite meaningless small-scale maps, for precise tampering localization individual small-scale maps are still typically a better choice.

All of the proposed fusion methods (EM, TD/BU fusion) could always improve the tampering localization. The performance gap with respect to the considered reference fusion methods is particularly well visible for the most challenging tiles and animal patterns (e.g., 40 px tiles; 1st column in Fig. 14). The BU fusion delivered the best results for 7 out of 8 patterns in the double-inside scenario, and only slightly worse than CA fusion for the remaining simple circle pattern. In the single-inside scenario the best results for 6 patterns were delivered by the EM fusion, and by the TD fusion for the remaining 2. Note that although specialized choice of parameters for the EM fusion gives certain performance improvement, the overall \( F_1 \) scores are similar.

Interestingly, simple clustering analysis provided surprisingly good performance. While it had problems with complex tampering patterns, it always outperformed the averaging and voting strategies. This observation seems to be in agreement with a recent proposition that detection of forensic feature inconsistencies could be a good approach to tampering localization [8]. Hence, more sophisticated clustering or anomaly detection might also be beneficial for multi-scale fusion. This issue might be an interesting direction for further research.

The SL strategy also delivered reasonable results. If trained on sufficiently large data set, it performs only slightly worse than the proposed dedicated fusion strategies. However, visual inspection of the resulting maps shows large amount of noise, including both false-positive and false-negative errors. It is also significantly slower than any other fusion strategy. Speed improvement is possible, but with a considerable accuracy penalty (see results for SL’ fusion). This issue is discussed in detail in Section V.

Example fusion results are shown in Fig. 15 for diverse candidate maps with: disappearing large-scale candidates (2nd, 6th and 9th row); unreliable small-scale candidates (3rd, 5th, 7th, and 9th row); merging of separate regions in large-scale analysis (4th - 6th rows). More examples are included in supplementary materials. The decision thresholds were chosen for each image individually, hence the maps represent the best result each fusion method can offer (\( F_1 \) score wise).

D. Performance Comparison for Realistic Forgeries

Evaluation of the realistic forgeries was performed analogously to the synthetic ones. In this case, however, we choose the best decision threshold \( \tau \) for each image individually. The parameters were chosen accordingly to the previously distinguished single-inside scenario. We consider only one variant of the EM fusion with a single set of parameters, without any prior assumptions about the tampering pattern. We chose the default potential for saturated regions \( c_{sat} = 0.4 \).

The obtained average \( F_1 \) scores (Table II) again demonstrate superior performance of the proposed fusion methods. The choice of high and distinct JPEG quality levels guaranteed good performance (little noise) of individual single-scale detectors. Similarly to previous evaluation, the best individual scale varied from 16 px to 48 px windows, and the average
performed using MEX routines implemented in C/C++. Just as expected, the fastest methods were the MV and AV fusion, followed by the CA method. The proposed EM and BU/TD methods required longer, but still negligible runtime (<0.1 s).

The slowest of the considered methods was the SL fusion, which was very sensitive to the number of examples during SVM training. Due to poor separation of the classes, relatively large number of support vectors needs to be retained which negatively impacts the performance. The considered configuration with 40,000 training examples required on average 3 s to process a single image. By choosing a smaller training set, it is possible to trade-off the processing time with localization performance. In our experiments, we were able to reduce the processing time to 0.2 s (still the slowest fusion method) by using only 2,500 examples. While many fused maps appear similar, the numerical results show a considerable performance penalty (Table II and Fig. 14). Example fusion results for this scenario are included in supplementary materials.

V. DISCUSSION

In this section, we discuss practical implementation issues, limitations of the considered methods, and perspectives for future improvement.

A. Computational Complexity

Computational complexity of the proposed multi-scale approach depends on the runtime of two principal components: decision fusion, and sliding-window analysis. The average time of decision fusion for 48 images (100 repetitions per image) in the realistic tampering dataset is collected in Table II. The results were obtained in Matlab (desktop PC with a 3.6 GHz Core i7-4790 processor) with potentially most time-consuming operations (graph cuts, and SVM classification) performed using MEX routines implemented in C/C++. Just

<table>
<thead>
<tr>
<th>Individual candidate scales [px]</th>
<th>Oracle</th>
<th>Multi-scale fusion technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 32 48 64 80 96 112 128</td>
<td>MV</td>
<td>AV</td>
</tr>
<tr>
<td>$F_1$</td>
<td>84.7</td>
<td>85.5</td>
</tr>
<tr>
<td>Time [s]</td>
<td>6.72</td>
<td>6.16</td>
</tr>
</tbody>
</table>

*Fig. 14. $F_1$-based localization ranking for both individual candidate scales and the considered fusion methods; 40 px tiles pattern (1st column); composite pattern (2nd column); average for all patterns (3rd column); for the sake of presentation clarity, the reported numbers are multiplied by 100.*
B. Limitations & Perspectives for Improvement

Depending on the forensic feature at hand, different fusion methods might be appropriate. However, it remains critical to correctly exploit the dependencies between different scales of analysis. An attempt to learn them automatically, is successful to some extent, but is ultimately crippled by the lack of flexibility. While other fusion methods could easily reject unreliable candidate maps, the SVM would require separate training for every possible combination of valid inputs, the number of which grows very quickly (255 in this study). The noisy nature of the candidate maps makes it difficult to obtain reliable separation of the classes, and increasing the number of training examples may result in computational effort disproportional to performance improvement. Despite including neighborhood-related features, the decisions for every authentication unit are still independent. This issue could possibly be addressed by adopting Markov-like dependencies, e.g., like in discriminative random fields [51], but this issue requires separate future research and still does not address other shortcomings that we encountered in this study.

While evaluation on the realistic forgery dataset has shown that the proposed fusion methods can handle many tampered regions, further improvement in this respect is needed. If the tampered regions differ in size or shape considerably, it might be beneficial to adapt the parameters (e.g., neighborhood interactions in the EM fusion) to local image characteristics, or even to directly exploit image content (e.g., image segmentation results).

VI. Conclusions and Future Work

In conclusion, the major contributions of our work include:
- A detailed analysis of the multi-scale fusion problem in the context of JPEG splicing forgeries; we have clearly shown that fusion of candidate maps obtained on multiple scales of analysis can improve the tampering localization performance of sliding window-based detectors by combining the benefits of small-scale and large-scale analysis;
- A novel multi-scale fusion technique based on energy minimization and threshold drift; the latter is a key component that allows to exploit the dependencies between different scales of analysis;
- Two novel fusion techniques based on heuristic top-down and bottom-up refinement of an initial single-scale tampering map; the refinement follows simple rules cor-

<table>
<thead>
<tr>
<th>candidate maps</th>
<th>fusion results</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 px</td>
<td></td>
</tr>
<tr>
<td>32 px</td>
<td></td>
</tr>
<tr>
<td>48 px</td>
<td></td>
</tr>
<tr>
<td>64 px</td>
<td></td>
</tr>
<tr>
<td>80 px</td>
<td></td>
</tr>
<tr>
<td>96 px</td>
<td></td>
</tr>
<tr>
<td>112 px</td>
<td></td>
</tr>
<tr>
<td>128 px</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 15. Example results of multi-scale tampering map fusion along with the corresponding candidate maps for the 40 px tiles (rows 1-3), composite (rows 4-6), and moose (rows 7-10) patterns; more examples are available in supplementary materials.
responding to the expected dependencies between small-scale and large-scale analysis.

In our future work, we will investigate the choice of the analysis windows for multi-scale fusion. Specifically, we will determine the preferred number of candidate maps, and the sliding window overlap that would guarantee good localization and computation performance. The latter will become particularly important when dealing with high-resolution images.

We will also investigate suitability of multi-scale fusion for other forensic features (e.g., PRNU or splicing detectors based on rich feature sets). Positive results would indicate feasibility of a combined multi-scale and multi-modal approach.
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