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Dept. Ingenierı́a Informática, Universidad Autónoma de Madrid,

Calle Francisco Tomás y Valiente, 11 - Madrid (Spain), email: {victor.lopez, jose.hernandez, javier.aracil}@uam.es

César Cárdenas1, Maurice Gagnaire2

Department of Networks and Computer Science,
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Abstract—Network operators are migrating towards IP over

WDM architectures. In such multi-layer networks, it is necessary

to efficiently use the resources available from both layers in

order to provide coordinated recovery strategies. Thanks to the

development of the control plane (GMPLS and ASON), it is

feasible to set up and tear down lightpaths automatically, so

the WDM layer itself can support failure recovery. This paper

describes a multi-layer recovery strategy in a FAN/WDM (Flow-

Aware Networking/Wavelength Division Multiplexing) architec-

ture. We propose using the EHOT (Enhanced Hold-Off Timer)

algorithm to control network operation after link or node failure.

Although FAN operates only on the IP level, the presented

analysis shows that it is possible to ensure sufficiently low (less

than 50 ms) recovery times in FAN working over an intelligent

optical layer. Additionally, the paper shows the motivation for

FAN networks and presents the results of carefully selected

simulation experiments which allow for evaluating the duration

of outages in data transmission under various conditions.

Index Terms—Flow-Aware Networking; Wavelength Division

Multiplexing; recovery strategy; multi-layer networks; QoS;

Enhanced Hold-Off Timer

I. INTRODUCTION

With the current technology trends, network operators are

gradually migrating towards an IP over WDM paradigm,

mainly to benefit from the larger transmission capacity offered

by optical fibers. In addition to the improvements in the

physical layer, the control plane has been standardized thanks

to GMPLS (Generalised Multiprotocol Label Switching) [1]

and ASON (Automatic Switched Optical Network) [2]. Using

these proposals, it is possible to manage IP/MPLS and optical

equipment with the same protocols. The scientific community

has proposed multi-layer capable routers [3] that can deal with

IP/MPLS traffic and optical services.

Flow-Aware Networking (FAN) is a recent and promising

approach to QoS provisioning in IP networks. However, FAN

was designed to operate at the IP level without any information

about the underlying layers. This is the reason why the

authors in [4] defined the concept of Multi-layer Flow-Aware

Networking (MFAN) as a router architecture which is capable

of handling optical resources provided by WDM technology

within the FAN architecture. However, [4] studies the conges-

tion avoidance problem using extra resources provided by the

optical layer. This work defines and evaluates an algorithm

that allows MFAN nodes to support failure recovery.

This paper describes a multi-layer recovery strategy in

FAN/WDM (Flow-Aware Networking/Wavelength Division

Multiplexing) architecture. The EHOT (Enhanced Hold-Off

Timer) algorithm is used to control network operation after

link or node failure. This solution, first proposed in [5], is the

improved version of a well known HOT (Hold-Off Timer) al-

gorithm [6] which ensures better coordination between layers.

The analysis presented in this paper shows that it is possible

to achieve sufficiently low (less than 50 ms) recovery times

in FAN working over an intelligent optical layer. There are

some proposals that allow for ensuring similar recovery times

like, e.g., fast reroute described in [7]. While this solution

meets the requirements of short outages in transmission, it

has some restrictions, e.g., it works only in packet networks

using the SONET/SDH layer and MPLS. Moreover, using

this mechanism, traffic is redirected after a network element

failure, which may cause the problems in FAN. Flows that are

sent through the backup route, have to be accepted in all FAN

routers which may not happen immediately. In consequence,

this may prolong the break in transmission. Our proposal

gives the possibility to repair the failed link or node in the

optical layer. Of course, if it is impossible to recover from the

failure in optical layer, traffic has to be redirected in the IP

layer, e.g., using the fast reroute mechanism. Based on this

explanation, we can conclude that MFAN with EHOT inherits

the advantages of fast reroute by additional possibilities of

network recovery. The paper shows the motivation for FAN

networks and presents the results of carefully selected simu-

lation experiments which allow for evaluating the duration of

outages in data transmission under various conditions.

The remainder of this document is organized as follows:

Section II presents the Flow-Aware Networking, main assump-

tions, principles, and methods of QoS provisioning. Section

III describes why is it important to evaluate the cooperation
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between IP and optical layers with regard to network resilience

capabilities. Simulation results and their analysis are presented

in Section IV, while Section V concludes the paper.

II. FLOW-AWARE NETWORKING

In the past years, there have been many attempts to in-

troduce a Quality of Service architecture to the IP-based

networks. IETF came up with two ready-to-use proposals,

namely: IntServ [8] in 1994 and DiffServ [9] in 1998. Unfortu-

nately, due to certain limitations, they have not been adapted to

common use. IntServ is known for its utter lack of scalability

as it requires constant signalling for a resource reservations

(the RSVP protocol) and maintaining the state of each flow

on every router in the network. DiffServ was to be an answer

to scalability issues of IntServ. Although scalable, DiffServ

is criticized mainly for its granularity, complexity and flow

aggregations. As an aggregate is the main entity for which

QoS is provided, the assurances on the flow level cannot be

achieved. Moreover, [10] reveals that the end-to-end delay in

DiffServ may increase infinitely unless the link utilizations

are kept under a certain level. Finally, the appropriateness of

previously proposed QoS architectures is questioned in [11].

The concept of Flow-Aware Networking as a novel approach

to assure quality of service in packet networks was initially

introduced in [12] and, then, presented as a complete system

in 2004 [13]. Bearing in mind all the shortcomings of the

previous architecture attempts, FAN is designed to be scalable,

simple, efficient and feasible. The goal of FAN is to enhance

the current IP network by improving its performance under

heavy congestion. To achieve that, certain traffic management

mechanisms to control link sharing are introduced, namely:

measurement-based admission control [14] and fair scheduling

with priorities [13], [15]. The former is used to keep the flow

rates sufficiently high, to provide a minimal level of perfor-

mance for each flow in case of overload. The latter realizes fair

sharing of link bandwidth, while ensuring negligible packet

latency for flows emitting at lower rates.

In FAN, admission control and service differentiation are

implicit. There is no need for a priori traffic specification,

as well as there is no class of service distinction. However,

streaming and elastic flows are implicitly identified inside a

FAN domain. This classification is based solely on the current

flow peak rate. All flows emitting at lower rates than the

current fair rate are referred to as streaming flows, and packets

of those flows are prioritized. The remaining flows are referred

to as elastic flows. Nevertheless, if a flow, firstly classified as

streaming, surpasses the Maximum Transfer Unit (MTU) value

during a given time interval, it is degraded to the elastic flow.

The distinctive advantage of FAN is that both streaming and

elastic flows achieve good enough quality of service without

any mutual detrimental effect.

For the reasons described above, FAN is an enhancement to

the existing IP network. The standard interconnection device in

FAN networks is called a Cross-Protect router (XP router). The

term ‘cross-protection’ implies that two congestion control

mechanisms, i.e., measurement-based admission control and

scheduling, cooperate and protect each other to achieve good

performance and scalability. The admission control block

limits the number of active flows in the XP router, which

essentially improves the queuing algorithm functionality, and

reduces its performance requirements. It is vital that queuing

mechanisms operate quickly, as for extremely high speed links

the available processing time is strictly limited. On the other

hand, the scheduling block provides admission control with the

information on congestion status on the outgoing interfaces.

The information is derived based on, for example, current

queues occupancy. The cross-protection, therefore, contributes

to a shorter required flow list and queue sizes that significantly

improve FAN scalability [16].

A. Measurement-Based Flow Admission Control

Admission control is responsible for accepting or rejecting

the incoming packets belonging to the flows, based on the

current congestion status. Admitted and currently in-progress

flows are registered in a Protected Flow List (PFL). If the flow

identity of a newly arriving packet is already on the PFL, the

packet is forwarded unconditionally. If not, the flow is subject

to admission control. If the outgoing link is congested, the

packet is simply discarded. In the absence of congestion, the

packet is forwarded, and its flow ID is added to the PFL. The

ID may be removed from the PFL only after a specified time

period of flow inactivity.

The admission control block, in FAN, realizes the measure-

ment based admission control (MBAC) functionality [17]. As

FAN does not use signalling of any kind, it implies that every

decision taken by the node is autonomous, based solely on the

latest measurements performed by the node itself. All of the

above makes MBAC, in FAN, implicit.

fn � PFL
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ThPL,ThFR?

PFL database

Access denied FAN Approach

Flow 1
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Fig. 1. FAN Admission Control: (a) Flow Diagram, (b) Admission Policy

Fig. 1a summarizes the described admission control routine

for FAN architectures. Fig. 1b introduces the admission policy

applied by the XP router. There are two parameters, based

upon which, the admission control block makes its decisions,

namely: priority load (PL) and fair rate (FR). A new flow

may be admitted only when the current FR is greater and PL

is lower than their threshold values, i.e., ThFR and ThPL,

respectively (admission region in Fig. 1). If either boundary

is exceeded, we refer to the link state as congested. Both

congestion indicators are described in the next section.

B. Flow Scheduling Algorithms

As mentioned, currently there are two per-flow fair queu-

ing algorithms proposed for FAN architectures: Priority Fair
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Queuing (PFQ) and Priority Deficit Round Robin (PDRR).

Both scheduling algorithms have, logically, one priority queue

and a secondary queuing system. In addition, an Active Flow

List (AFL) is maintained by each. This list is similar to

the PFL defined above, but it also stores the amount of

packets transmitted per flow in the recent past. The flows

with the greatest amount of transmitted packets, also known as

greatest “backlog”, may be discarded under severe congestion

conditions.

Both scheduling algorithms are intended to realize fair shar-

ing of link bandwidth to elastic flows and priority service to

streaming flows. The latter (PDRR) was primarily suggested to

speed up commercial adoption since it improves the algorithm

complexity from O(log(N)) to O(1); where N is the number

of flows in the AFL. However, it has been shown that both

scheduling algorithms have similar performance [18].

PFQ as defined in [13] is based on the SFQ (Start-time

Fair Queuing) algorithm [19] and is used to give preference

to streaming over elastic flows. PFQ is built on a PIFO (Push

In First Out) queue, which stores packet information (flow

identifier, size and memory location) and time stamp, the latter

determined by the SFQ algorithm. The PIFO queue is split into

two areas delimited by a priority pointer (see Fig. 2), whereby

streaming flows are temporally stored at the priority queue area

(at the head of the queue), and the elastic flows are stored

at the tail of the queue. Preference is given to the priority

area since it is served before the non-priority area (strict

and exhaustive scheduling policy). Finally, the queue stores

elastic and streaming packet count statistics, which are further

used to compute the values of PL and FR. The computational

complexity of PFQ is O(logN), where N is the number of

active flows in the queuing system.

Queing 

service

Priority 

Packets

Non-Priority 

Packets 

Pointer 

delimiting 

priority area

Fig. 2. Priority Fair Queueing system (PFQ)

It has been proved in [16] that fair queuing is scalable since

complexity does not increase with link capacity. Moreover, fair

queuing is feasible, as long as link loads are not allowed to

attain saturation levels, which is asserted by admission control.

Compared to other QoS architectures, FAN scalability, due

to the lack of signalling and ideal data handling complexity,

is not matched by any other architecture [20]. Finally, FAN

is a solution which conforms to net neutrality paradigms,

as the differentiation is based only on the internal, implicit

node decisions. This way, services in a network may be

differentiated, while still, maintaining fairness and neutrality.

C. Flow Scheduling Measurements

As mentioned, the two parameters used for flow admission

criteria, i.e., FR and PL, are estimated in the scheduling block

of the XP router. Both indicators are measured periodically.

Considering the time scales of their respective congestion

phenomena, the PL parameter is updated at several tens of

milliseconds and the FR parameter is updated at several

hundreds of milliseconds [13].

PL represents the sum of the lengths of priority packets

transmitted in a certain time interval, divided by the duration of

that interval, and normalized with respect to the link capacity.

To estimate PL, a counter is incremented on the arrival of each

priority packet by its length in bytes. Let pb(t) be the value

of this counter at time t, (t1, t2) a measurement period (in

seconds) and C the link capacity. Then, an estimation of PL

is:

PL =
(pb(t2) − pb(t1)) × 8

C(t2 − t1)
(1)

FR indicates approximately the throughput achieved by any

flow that is continuously backlogged. In other words, it is the

rate available to each flow at the moment. To estimate FR,

a virtual flow emitting single byte packets, inserted between

real packets in an order dictated by the scheduling algorithms,

is considered. For PFQ, in a busy period, the number of

bytes transmitted by the queue is given by the evolution of

the virtual time parameter. In an idle period, the virtual

flow emits at the link capacity. Let v(t) be the value of

virtual time at time t, (t1, t2) the measurement period (in

seconds), S the total idle time during this interval and C the

link capacity. The estimation of the FR for PFQ is:

FR =
max{S × C, (vt(t2) − vt(t1)) × 8}

(t2 − t1)
(2)

Exponential filters are applied after both measurements.

These formulas are for the PFQ scheduling algorithm. Since

this work is based on the PFQ scheduling, the formulas for the

PDRR scheduling are not presented. Nevertheless, we suggest

referring to [15] should it be of the readers interest.

D. Motivation to work on FAN

Flow-based QoS architectures have attracted much attention,

mainly due to their appropriate target of service differentiation,

i.e., flows. It is worth mentioning that flow-based architectures

have been tested [21], [22], patented [23], [24], standard-

ized [25] and commercialized [26]. Furthermore, they have

been chosen as a basis for QoS provisioning in Next Gener-

ation Networks (NGN) [27]. Particularly, ITU-T has adopted

the flow-state-aware transport technology for the provision of

QoS in NGN [28]. Furthermore, in [22], the authors compared

flow-based and packet-based routers. The results showed that

flow-based approach offers enhanced performance in terms of

packet processing. FAN architectures have recently received
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more attention from the Grid community.1 For instance, the

authors in [29]–[31] have evaluated FAN architectures under

Grid traffic and showed that FAN outperforms DiffServ archi-

tectures under their Grid environment. In conclusion, FAN is

a promising approach for QoS provisioning.

III. MOTIVATION FOR MULTI-LAYER RECOVERY STRATEGY

There are no protection and restoration mechanisms in

Flow-Aware Networks defined so far. After a link or node

failure, the traffic of broken flows is redirected according

to the routing algorithm to reach the destination. It means

that the flows previously accepted in the FAN router have

to compete again with other flows for access to the network

resources on the new route. It may take a lot of time and

lengthen the transmission time significantly. Unfortunately,

voice or real time video applications have to begin their

transmission immediately and do not tolerate long delays or

outages in transmission. The solution of the long acceptance

time problem for such connections is presented in [32] and

[33]. The paper shows that congestion control mechanisms for

FAN analyzed in [34] and [35] ensure short acceptance times

of new streaming flows in a congested FAN link. When using

the EFM (Enhanced Flushing Mechanism), RAEF (Remove

Active Elastic Flows) or RBAEF (Remove and Block Active

Elastic Flows) it is also possible to decrease the restoration

time of broken streaming flows. All these mechanisms work

based on total or partial cleaning (also called flushing) of the

PFL content in congestion. After such an action the congestion

is eliminated and new flows may be accepted in the admission

control block and begin to send the packets.

When a network element fails, rerouting might be needed.

The rerouted flows are treated as new in the XP routers

on their new path. If the broken flows are rerouted to the

congestion-less link they are accepted immediately. However,

when links on the new path are congested, the flows need to

wait for the network resources to be available. This waiting

time (usually a few seconds) is satisfactory for new streaming

flows [36], still, it is too long when the flow was in progress

before the outage, and the service does not tolerate breaks in

transmission. Moreover, the link may be congested for a long

time giving no possibility for rerouted flows to continue the

transmission.

There are two main groups of internal routing protocols:

distance vector, e.g., RIP (Routing Information Protocol) and

link-state, e.g., OSPF (Open Shortest Path First). They are

necessary in networks but, unfortunately, they have some

disadvantages. RIP is simple but its biggest disadvantage is

the maximum hop count of 15, which causes the scalability

problems. On the other hand, the OSPF protocol is used in

large networks but is more complex (it has to calculate a metric

based on many parameters). Almost all routing algorithms

have the same drawback, i.e., they are slow to find the route

when topology changes. In OSPF it may take even a few

1“It’s a very promising technology and has significant potential, addressing
a number of issues in a way no one else is today.” Joe Mambretti, EETimes,
08/06/2007
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Fig. 3. Enhanced Hold-Off Timer (EHOT) approach

seconds from a link or node failure to the installation of a

new route [37]. It is possible to reduce the restoration time

in the IP layer, e.g., by implementing the MPLS functionality

below it, but it is still very hard to ensure that the outage of

connectivity is shorter than 50 ms.

Most of link or node failures may be repaired and if the

outage of the network element is short enough the rerouting

action is not needed. In this paper, we propose a multi-

layer strategy for FAN/WDM architectures. WDM ensures fast

failure detection and restoration of a network link. In [38] it

is shown that the protection or restoration actions in WDM

networks, in most cases, take a few milliseconds. After this

time the broken transmission may be continued.

The multi-layer strategy may be implemented in two ways,

as the uncoordinated or coordinated approach. The simplest

solution is to run the different mechanisms in parallel and

independently from each other. In such a case the rerouting al-

gorithm in the IP (FAN) layer is activated when failure occurs.

At the same time the protection or restoration mechanisms

in the optical transport layer try to restore the connectivity.

Changes made by the routing algorithm and the restoration

mechanisms in the lower layer may lead to significant per-

formance degradation as well as potential network instability

and unnecessary reduction of the network capacity. It is a well

known problem in current multi-layer networks. The solution

to it is to provide interworking between the IP and optical

layers. In this paper, we propose to use the EHOT algorithm,

which is presented in Fig. 3. The IP layer can detect a failure

in different ways, itself or from lower layers. In particular, it

is able to distinguish if the information is from the optical

layer or not. This possibility is used by the EHOT algorithm,

which is based on dividing the entire Hold-Off Timer into two

parts: H1 (short) and H2 (long). The first one (H1) is activated

when the IP layer detects a failure and gives the chance for the

optical layer to decide if it is possible to recover connectivity

at that level. If the answer is positive the H2 timer is activated

and the recovery mechanism in the lower layer begins. The

2009 7th International Workshop on the Design of Reliable Communication Networks 163



restoration procedure in the optical layer encompasses both

fault localization and the recovery mechanisms (i.e., dedicated

path protection or restoration). If the optical layer is unable

to solve the failure (basically due to the unavailability of

resources) during the H2 period, then the rerouting algorithm

in the IP layer is launched. The same situation takes place if

there is no positive answer from the optical layer during the

H1 time. The main assumption of the algorithm is that the

WDM is required to signal both signal degradation and signal

failure to its client layer while the IP layer is able to accept

such signals. The operation of the algorithm is simple and it

is easy to predict that it allows for decreasing the recovery

time in comparison to the HOT algorithm when the failure

occurs in the IP layer. The simulation results of the EHOT

algorithm in the RPR (Resilient Packet Rings) over OTN

(Optical Transport Networks) multi-layer network presented

in [5] confirm this statement. Moreover, the cost of using our

proposal is essentially the same as without it.

IV. SIMULATION SCENARIOS AND RESULTS

In this section we present the results of carefully selected

simulation experiments carried out in the ns-2 simulator. In

order to analyze the differences between basic FAN and

the multi-layer FAN/WDM (MFAN) strategy we simulated

the traffic distribution in two scenarios described below. In

the first case, there is only one FAN link on the backup

route, while in the second one the traffic is sent through

the backup route with two FAN links. The impact of the

EHOT algorithm on the transmission in the network was also

analyzed. Basic simulation parameters are presented below.

The detailed description of the simulation environment is

presented in [39].

A. FAN in case of link failure

The network topology, which was used in our analysis, is

presented in Fig. 4. The traffic is generated in the source node

(marked in Fig. 4 as S). It is destined to different nodes (D1

and D2 in Fig. 4) accordingly to the analyzed scenario.

In the first part of our research we simulated two different

scenarios to show the disadvantages of FAN when the link

fails. In both of them the traffic is sent to the destination node

(hereafter called D1) connected to router R3. While the cost

of each link is the same, the route from the source to the

destination is the same in both analyzed routing algorithms

(distance vector and link state). Under normal conditions

(without failures) the traffic to the destination node is sent

through routers R1, R2 and R3. In the first analyzed case the

traffic is also sent to the destination node (hereafter called

D2) connected to router R5. The traffic to node D2 is sent

through routers R1, R4 and R5. The goal of such a traffic

assignment is to cause congestion in both FAN links and to

check what happens when link L2 fails at 200 s time instant.

The simulation duration was set to 500 s to allow for observing

the acceptance times of the redirected flows in the R4 router.

The capacity of FAN links (L3 and L5) was set to

100 Mbit/s and the capacity of the rest of the links, with

R1

L3

L5

L2

L4

L1
R6

R5R4

R3R2

L6

L7

FAN link

FAN link

L8

L9

Fig. 4. Basic simulated network topology

the FIFO queues, was set to 1 Gbit/s. We provided the

traffic pattern with the Pareto distribution for calculating the

volume of the elastic traffic (number of bytes a source sends)

directed to both destination nodes. The exponential distribution

for generating the time intervals between beginnings of the

transmissions of the elastic flows as well as for generating

the start times of streaming flows was used. We decided to

analyze the VoIP connections realizing the Skype service. The

packet size was set to 100 bytes and the transmission rate was

set to 80 kbit/s for each of the streaming flows. We made our

simulation runs in various conditions changing the number

of elastic and streaming flows. We analyzed the acceptance

time of each streaming flow in the AC block of router R2

(before failure) and router R4 (after failure) and the number

of accepted flows in L3 and L5 links before and after the L2

link failure. The measurement interval for the PL parameter

was set to 50 ms while the FR values were estimated every

500 ms. The thresholds ThPL (maximum allowed value of

the PL) and ThFR (minimum allowed value of the FR) were

set to 70% and 5% of the link capacity, respectively, and the

pfl flow timeout parameter was set to 20 s. 95% confidence

intervals were calculated by using the Student’s t-distribution.

The mean acceptance time of streaming flows in the R2

router before the L2 link failure in function of the number

of elastic flows active in background is presented in Fig. 5.

The mean number of active flows in steady state in link L3

and the number of flows accepted in link L5 after link L2

failure are presented in Fig. 6. As we can see, the acceptance

time of new streaming flows (also referred to as waiting time)

in the congested link is independent of the number of elastic

flows being active in background. It is also independent of

the number of streaming flows, which want to begin the

transmission [35]. The streaming flows are accepted in the

routers of both FAN links after tens of seconds. It means

that they have to wait for a long time before they begin to

send their packets. Moreover, their transmission is broken

for a long time if the link failure occurs and the traffic is

redirected to the congested link. Our analysis does not consider

the time consumed by the routing algorithm which might

lengthen the outage in connectivity for additional seconds or

even minutes. The presented values are unacceptable and have

to be shortened. It is possible to decrease the waiting time

164 2009 7th International Workshop on the Design of Reliable Communication Networks
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of streaming flows by implementing the congestion control

mechanisms proposed for FAN in [34] and analyzed in the

failure scenarios in [5]. Unfortunately, it is impossible to

ensure the recovery time shorter than 50 ms in this solution.

Moreover, the number of flows accepted in the AC block after

the flushing action of the PFL content is significantly greater

than that in the basic FAN architecture. In Fig. 6, we can see

that the mean number of active flows in the FAN link is almost

constant and does not exceed 30.

The scenario in which there is more than one FAN link on

the backup route and all of them are congested in the moment

when L2 link fails (see Fig. 7) was also analyzed. In such a

case the additional source S1 sends the traffic to node D3. The

mean volume of a single TCP flow (provided by the Pareto

distribution) and the mean inter-arrival times between elastic

flows (provided by the exponential distribution) were increased

twice with regard to those for traffic sent to node D2. The

results of 40 simulation runs, 10 for each case (basic FAN

links and FAN links with the respective congestion control

mechanisms) are presented in Tab. I.

The pfl flushing timer parameter (set to 5 s in our ex-
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Fig. 7. Simulated network topology with two FAN links on backup route

TABLE I
THE waiting time VALUES ON BACKUP ROUTE (FIG. 7)

Mechanism /

Parameter

waiting time
at router R4

waiting time
at router R5

Basic FAN 68.70 s ± 27.01 s 135.54 s ± 32.64 s

EFM /

pfl flushing timer
1.85 s ± 0.29 s 2.38 s ± 0.16 s

RAEF /

active time
1.69 s ± 0.11 s 2.07 s ± 0.19 s

RBAEF /

active time
1.44 s ± 0.09 s 2.15 s ± 0.21 s

periment) is the minimum time period between two flushing

actions in the EFM. The active time (also set to 5 s) is the

key parameter for the RAEF and RBAEF mechanisms. The

identifiers of elastic flows, being active for at least active time,

are removed from the PFL in congestion. Moreover, in the

RBAEF mechanism they are also blocked for 1 s.

The results show that the congestion control mechanisms al-

low for decreasing the acceptance time of redirected streaming

flows on the backup route. We have to note that even using one

of those mechanisms, it is impossible to accept the streaming

flows on the new route in time less than 50 ms. Moreover,

we can see that each congested FAN link on the backup route

may increase the total waiting time as it can reject new flows.

The analysis shows that rerouting in the IP layer is not a fast

process.

In the next analyzed case (in topology from Fig. 4) the

traffic is sent only to the destination node connected to router

R3. It means that after a failure the traffic is redirected from

the FAN link L3 to the empty FAN link L5. The results

of similar analysis as in the previous case are presented in

Fig. 8 and Fig. 9. We can see that the redirected streaming

flows are accepted immediately in the admission control block

of the R4 router. This situation was to be predicted. The

more interesting feature to notice is that the number of

accepted elastic flows in the L5 link after L2 failure increases

linearly with the number of redirected elastic flows. It means

that in the congestion-less network the streaming flows are

quickly accepted but in case of a link failure the network

shows scalability problems. Unfortunately, the time needed by

routing algorithms to recover the connectivity after a failure

cannot be reduced in an easy way which is the second problem
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observed in this case. Moreover, the scalability problems of

the congestion control mechanisms also remain unsolved if the

traffic is redirected to the uncongested link (in such cases the

number of accepted flows at time instant may be high).

B. MFAN in case of link failure

The multi-layer FAN/WDM architecture, presented in

Fig. 10 may be the solution to the problems presented in the

previous section. The EHOT algorithm shown in Fig. 3 was

implemented to ensure the coordination between layers. Based

on the well known parameters (partially presented in [38]) we

set H1 to 5 ms and H2 to 20 ms. It means that after noticing

the failure, the IP layer waits 5 ms for the decision from the

optical layer if it is able to repair the failure. During this

time the routing algorithm is deactivated. If there is a positive

information from the optical layer, it receives 20 ms to repair

the failure (we assumed that the failure is repaired in 5 ms).

On the other hand, if there is no answer from that layer during

5 ms (or is negative) the traffic is rerouted in the network layer.

We assumed that the L2 link is protected by an additional link

in the optical layer (see Fig. 10). The simulation results show
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Fig. 10. The basic simulation multi-layer topology

that the transmission in the L2 link is broken for a very short

time (less than 10 ms). There are no problems with redirected

traffic and a too high number of accepted flows after failure.

Moreover, in the case without the EHOT algorithm, the link

is repaired even faster. Unfortunately, in this uncoordinated

approach, the traffic is rerouted twice (after a failure to the

backup link and again, when the first rerouting process ends,

back to the primary link). If the optical layer is not able to

repair the failure, the algorithm gives the similar results to

those presented in Section IV-A.

We can assume that the multi-layer FAN/WDM strategy

gives the possibilities for fast repairing the failed link in time

less than 50 ms. It is very important for the streaming flows

which realize the transmission of real time applications. The

proposed and analyzed mechanism solves some of the well

known problems of FAN. The advantages and disadvantages

of the examined scenarios are summarized in Tab. II.

TABLE II
THE ADVANTAGES AND DISADVANTAGES OF FAN ARCHITECTURES,

BASIC, FAN/WDM AND FAN/WDM WITH EHOT

Link failure Advantages Disadvantages

Basic FAN
simple
(only rerouting)

relatively slow rerouting:
- in congestion rerouted
flows are not accepted;
- in congestionless the
number of accepted flows
after rerouting may be too
large

MFAN

without

EHOT

chance for fast
recovery in optical
layer

rerouting in IP layer and
recovery in optical layer at
the same time

MFAN with

EHOT

chance for recovery
without rerouting in
the IP layer (fast and
short outage in trans-
mission and without
changes in flows as-
signment)

complexity of the algo-
rithm
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V. CONCLUSIONS

FAN is a new network architecture proposed as an answer

to the DiffServ inconveniences. It ensures implicit traffic

classification. The packets of streaming flows are sent with

a high probability while the elastic flows realize the best

effort service. FAN is a promising solution and after some

additional research may be implemented in the future Internet.

There are still some problems to solve when considering

FAN. One of them, presented in this paper, is to ensure the

reliable transmission. There are no protection and restoration

mechanisms in FAN which means that in case of link or node

failure the traffic has to be redirected. The disadvantages of

such a situation are described and analyzed in the paper. We

propose to implement the MFAN architecture to improve the

chances for making the link restoration process quicker than

50 ms. The proposed architecture with the EHOT algorithm,

described in details and analyzed by simulation experiments,

looks to be a good solution to the stated problem and may be

used in FAN.

ACKNOWLEDGEMENTS

The work described in this paper was carried out with the

support of the BONE-project (“Building the Future Optical

Network in Europe”), a Network of Excellence funded by

the European Commission through the 7th ICT-Framework

Programme.

REFERENCES

[1] IETF, “Generalized Multi-Protocol Label Switching (GMPLS) Architec-
ture,” IETF RFC 3945, October 2004.

[2] ITU-T, “Architecture for the Automatically Switched Optical Network
(ASON) - Rec. 8080/Y.1304,” Recommendation ITU-T Y.1304, 2001.

[3] K. Sato, N. Yamanaka, Y. Takigawa, M. Koga, S. Okamoto, K. Sh-
iomoto, E. Oki, and W. Imajuku, “GMPLS-based photonic multilayer
router (Hikari router) architecture: an overview of traffic engineering and
signalingtechnology,” Communications Magazine, IEEE, vol. 40, no. 3,
pp. 96–101, 2002.

[4] V. Lopez, C. Cardenas, J. A. Hernandez, J. Aracil, and M. Gagnaire,
“Extension of the flow-aware networking (FAN) architecture to the IP
over WDM environment,” in Telecommunication Networking Workshop

on QoS in Multiservice IP Networks, 2008. IT-NEWS 2008. 4th Inter-

national, Venice,, Feb. 2008, pp. 101–106.
[5] J. Domzal, K. Wajda, S. Spadaro, J. Sole-Pareta, and D. Careglio,

“Recovery, Fairness and Congestion Control Mechanisms in RPR Net-
works,” in PSRT 2005, Poznan, Poland, September 2005.

[6] P. Demeester and M. Gryseels, “Resilience in multilayer networks,”
IEEE Commun. Mag., vol. 37, pp. 70–76, August 1999.

[7] IETF, “Fast Reroute Extensions to RSVP-TE for LSP Tunnels,” IETF
RFC 4090, May 2005.

[8] R. Braden, D. Clark, and S. Shenker, “Integrated Services in the Internet
Architecture an Overview,” IETF RFC 1633, June 1994.

[9] S. Blake, D. Black, M. Carlson, E. Davies, Z. Wang, and W. Weiss, “An
Architecture for Differentiated Services,” IETF RFC 2475, December
1998.

[10] A. Charny and J. L. Boudec, “Delay Bounds in a Network with
Aggregate Scheduling,” in First International Workshop of Quality of

Future Internet Services (QOFIS2000), vol. 1922/2000, 2000, pp. 1–13.
[11] J. Roberts, “Internet Traffic, QoS and Pricing,” in Proceedings of the

IEEE, vol. 92, September 2004, pp. 1389–1399.
[12] J. Roberts and S. S. Oueslati, “Quality of Service by Flow Aware Net-

working,” Philosophical Transactions of The Royal Society of London,
vol. 358, pp. 2197–2207, September 2000.

[13] A. Kortebi, S. Oueslati, and J. Roberts, “Cross-protect: implicit service
differentiation and admission control,” in IEEE HPSR 2004, Phoenix,
USA, April 2004.

[14] S. Oueslati and J. Roberts, “A new direction for quality of service:
Flow-aware networking,” in NGI, Rome, Italy, April 2005.

[15] A. Kortebi, S. Oueslati, and J. Roberts, “Implicit Service Differen-
tiation using Deficit Round Robin,” in ITC19, Beijing, China, Au-
gust/September 2005.

[16] A. Kortebi, L. Muscariello, S. Oueslati, and J. Roberts, “On the
scalability of fair queueing,” in ACM HotNets-III, San Diego, USA,
November 2004.

[17] A. Kortebi, S. Oueslati, and J. Roberts, “MBAC algorithms for streaming
flows in Cross-protect,” in EuroNGI Workshop, Lund, Sweden, June
2004.

[18] A. Kortebi, L. Muscariello, S. Oueslati, and J. Roberts, “Evaluating
the number of Active Flows in a Schedular Realizing Fair Statistical
Bandwidth Sharing,” in SIGMETRICS’05, Banff, Canada, June 2005.

[19] P. Goyal, H. M. Vin, and H. Cheng, “Start-time Fair Queuing: A
Scheduling Algorithm for Integrated Services Packet Switching Net-
works,” IEEE/ACM Transactions on Networking, vol. 5, pp. 690–704,
October 1997.

[20] J. Joung, J. Song, and S. S. Lee, “Flow-Based QoS Management
Architectures for the Next Generation Network,” ETRI Journal, vol. 30,
pp. 238–248, April 2008.

[21] N. Benameur, S. Oueslati, and J. Roberts, “Experimental Implementation
of Implicit Admission Control,” 2003.

[22] J. Park, M. Jung, S. Chang, S. Choi, M. Young Chung, and B. Jun Ahn,
“Performance Evaluation of the Flow-Based Router Using Intel IXP2800
Network Processors,” in International Conference on Computational

Science and Its Applications (ICCSA), 2006.
[23] S. Oueslati and J. Roberts, “Method and device for implicit differ-

entiation of quality of service in a network,” United States Patent

2004/0213265 A1, October 2004.
[24] S. Oueslati, J. Roberts, and N. Benameur, “Method and device for

management of flow in a packet-telecommunication network,” United

States Patent 2008/0212475 A1, September 2008.
[25] ITU-T E.417, “Framework for the network management of IP-Based

networks,” 2005.
[26] L. G. Roberts and A. E. Henderson, “System, Methods, and Computer

Program Product for Controlling Output Port Utilization,” United States

Patent 2007/0171826 A1, July 2007.
[27] J. Song, M. Chang, S. Lee, and J. Joung, “Overview of ITU-T NGN

QoS Control,” IEEE Communications Magazine, vol. 163, pp. 116–123,
September 2007.

[28] ITU-T, “Requirements for the support of flow-state-aware transport
technology in an NGN,” Recommendation ITU-T Y.2121, January 2008.

[29] C. Cardenas, M. Gagnaire, V. Lopez, and J. Aracil, “Admission control
for Grid services in IP networks,” in IEEE First Symposium on Advanced

Networks and Telecommunications Systems (ANTS07), 2007.
[30] ——, “Performance Evaluation of the Flow-Aware Networking (FAN)

architecture under Grid environment,” in 20th IEEE/IFIP Network

Operations and Management Symposium (NOMS08), 2008.
[31] C. Cardenas and M. Gagnaire, “Performance comparison of the Flow-

Aware Networking (FAN) architectures under GridFTP traffic,” in 23rd

ACM/SIGAPP Symposium on Applied Computing (SAC08), 2008.
[32] J. Domzal, R. Wojcik, and A. Jajszczyk, “The Impact of Congestion

Control Mechanisms on Network Performance after Failure in Flow-
Aware Networks,” in Proceedings of International Workshop on Traffic

Management and Traffic Engineering for the Future Internet, FITraMEn

2008, Porto, Portugal, December 2008.
[33] A. Jajszczyk and R. Wojcik, “Emergency Calls in Flow-Aware Net-

works,” Communications Letters, IEEE, vol. 11, pp. 753–755, September
2007.

[34] J. Domzal and A. Jajszczyk, “New Congestion Control Mechanisms for
Flow-Aware Networks,” in IEEE ICC, Beijing, China, May 2008.

[35] ——, “The Flushing Mechanism for MBAC in Flow-Aware Networks,”
in NGI, Krakow, Poland, April 2008.

[36] ITU-T, “Network grade of service parameters and target values for
circuit-switched services in the evolving ISDN,” Recommendation ITU-
T E.721, May 1999.

[37] S. Pasqualini, A. Iselt, A. Kirstadter, and A. Frot, “MPLS Protection
Switching Vs. OSPF Rerouting: A Simulative Comparison,” in Switching

White Papers, Siemens, January 2008.
[38] S. Ramamurthy, L. Sahasrabuddhe, and B. Mukherjee, “Survivable

WDM Mesh Networks,” Journal of Lightwave Technology, vol. 21, pp.
870–883, April 2003.

[39] http://www.kt.agh.edu.pl/∼jdomzal/sim param drcn09.pdf.

2009 7th International Workshop on the Design of Reliable Communication Networks 167



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


